PARTIALLY OBSERVABLE REINFORCEMENT LEARNING WITH MEMORY TRACES
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Memory traces (A > ;) can be significantly more efficient than windows.

There exists a sequence (€, ) of environments (with constant observation space Y)
with the property that, for every € > 0,

min (H.(F,,) | Re (Fn) = 0} € Q(IY¥), and
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Y = {a,b,c} R a In particular, the T-maze with corridor length k is such a sequence. In this case,
7 . b . the minima are attained at m; =k, A, =%, and L, = v/2ek.
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» Memory traces with forgetting factor A < % remember everything » In the T-maze, most of the |Y|* histories are irrelevant
new memory old memory new observation — z, is invertible, and therefore | H_(F,) = oo — Can map these to arbitrary values, allows for larger Libschitz constant
Memory update: ED — + (1 o 7\) ED » Need to “zoom in” to differentiate histories that only differ far in the past » In other environments, memory traces can effectively smooth out noise
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> We have | H () ) € O(L ) ), | where d, = Tog(1/) go.z U Y
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Memory traces during a trajectory (A = 0.8):

B BB BB BB B Fast forgetting: A < 1/2

» Memory is necessary in many partially observable environments Theorem (window — trace)

: : Sutton’s noisy random walk
Windows are not more efficient than memory traces. 1 > 3 4567810 70

» Length-m window: win (Ye, Yi_1y ) = Yy Uity o » Yema1)

PPO in T-Maze environment

» Memory trace with forgetting factor A € [0, 1): ' T 10F ' ' B Sr——
Let m € N be a window length, A < % a forgetting factor, and define 0.12 P==g——-----—--- et | T~ 3 M;;;V;éss) _
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Then, for every € > 0 and every environment &, o =
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: Re(Fy1my) < Re(F,) and  H(Fy () € O(Y™) = OH(F,.)). £ 0.08 15
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» We consider the problem of policy evaluation with offline data Theorem (trace — window) < <

— Environment € 1s a hidden Markov model, observation space Y is one-hot
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Let A € [0, 1) be a forgetting factor, L > 0 a Lipschitz constant, € € (0, L), and define A T-Maze corridor length k
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Memory traces with A < % seem no more efficient than windows.

» Q: How much data do we need to accurately estimate the value function?

» Goal: given a function class F C {Y* — |v,V]}, ind f € J that minimizes

Re(f) = g {{f(ymyn o )l ZYtT(UtH )}2} :
t=0

» Length-m window: & = {fowin_ |f: Y™ — [v,V]} Re(Fmrn)) S Re(Far) +0(e) and H (Fop) € OLN).
» Memory traces: F, ={foz, | f: Z, — [v,V]}, where Z, = {z,(h) | h € Y} If A < 3, then dy < [Y|—1.

» Learning theory: learning is easlier if the metric entropy H_(J) 1s small

» Memory traces are an effective drop-in replacement for frame stacking

m(A, L) = [

Then, for every environment ¢,

> For windows, we have | H_(J) € O(|4|™) | — long windows are expensive! » Learning with windows and memory traces (A < %) seems equivalent!
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