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Model-based open-loop RL
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We 1ntroduce open-loop
reinforcement learning by

» We can learn a dynamics model f ~ f and set A, = Vx?t and B, = Vuﬁ

» This method i1s remarkably robust against modeling errors

replacing Bellman with

Experiment on invertend pendulum system
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LN Model-free open-loop RL

State: x = (£, 7,6, 0)

Action: u — F » The Jacobians V_f, and V,  f, measure how x,_; changes if (x,u,) 1s perturbed
» We can estimate them directly from M rollouts with perturbed actions:
L. . . M
» Some behavior 1s best represented as a sequence of actions, not as a policy : T @A) T @A 1) |12
. . . dr'g Inin ZHAt Xe + By up + o —x
» Open-loop methods are commonplace in control, but largely ignored in RL Al B c,JeRDx(D+K+1) T
» In applications where sensors are not viable, an open-loop solution is required .
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Open-loop control
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fo = f(xe,Ue), AX =X —X¢, AU =U— Uy | Xt+1
— f(x,u)
Closed-loop control Open-loop control f(x, u) X Transitions (subsequent trajectories)
X, —— i+ Vi f{ Ax+ Vi f{ Au Linearizations of f at transitions
—(7-[( . | X4 )] ---- Al!x+B/u+c; (least squares fit) Least squares fit (equal weighting)
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» This an on-trajectory method: data is discarded after each update

Off-trajectory open-loop RL

» If subsequent trajectories are similar, we can reuse previous Jacobian estimates

» We can solve the regression problem with recursive least squares:

» Closed-loop control: learn a policy 7t that maximizes the sum of rewards chk) = ochck_” + (1 — o)qpl + Zik){zg{)}T
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" = argmax [ _ Zr(xt,ut) + 11 (x7) Foo=F " +H{Q¢ )z Ixih — Ry Tz )
o B =0 - where F, = [A B, c,], z, = (x,,u, 1) € RP**+! "and QY = qol
» Open-loop control: learn a sequence of actions instead of a policy
T—1

U5 = arg max Z T(Xe, W) +rp(X7) 8.8 xe g = (X, uy)
ot €UT =0
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Experimen
The open-loop problem is often much easier (optimize over U' instead of AY) p€ ents

» We can optimize | with gradient ascent and Pontryagin’s principle

)

» Here, o i1s a forgetting factor: recent transitions are given more weight

v

» Our method works in high-dimensional, stochastic, non-smooth environments
Pontryagin’s principle for computing V]J
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1. Forward pass: x,,; = f(x;,u,), where x, is given JERRLY OPERP (open-loop)
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2. Backward pass: A, = V_r(x,u,) + V, T(x, u)A,q, where Ay = Vro(xq) jpm—— i b penauum - Amt-ve . i

3. Gradient: Vut](uO:T—1) — vuT(XU ut) T Vuf(x’w U«t)7\t+1 2505‘
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Open-loop reinforcement learning
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» In RL, we don’t know the dynamics f, but Pontryagin requires V_f, and V_f, Episodes Episodes Episodes

Theorem (informal)

Replace V_f, and V_f, in Pontryagin’s equations by estimates A, and B, with

sufficiently small errors |A,—V, f;|| and ||B, —Vf,|| to get an approximate gradi-

ent g ~ VJ(u,1_;). Then, gradient ascent on g produces iterates ug:)%_“ ,ug}ﬂ])

Open-loop reinforcement learning 1s an effective strategy to
solve challenging tasks without function approximation!

that satify, for some learning rate n and constant o« > 0,

P — J(ugr_ ;)
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